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CMS Experiment at the LHC‘%RN //

Data recorded: 2011-Jun-28 09:47:55.087407 GMT (04:47:55 CDT)

Run / Event: 167898 / 1773682763
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Worldwide LHC Computing Grid
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C_C’U- ATLAS Preliminary 2011 + 2012 Data
S —— Obs. \s=7TeV: [Ldt = 4.6-4.8 fb"
— -- Exp. \s=8TeV: |Ldt=5.8-59 fb"
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Reviewed hardware

 “lvy Bridge-EP”  “lvy Bridge-EX”
 Production version * Pre-production
o 2x Intel Xeon E5-2695 < 4x Intel Xeon E7-4890

v2 (2.4 GHz) v2 (2.8 GHz)
e 24 cores x 2 threads 60 cores x 2 threads

« 2x 1600W PSU (per 4 2x 1200W PSU
systems)

Results are frequency scaled
All measurements performed by the openlab Platform Competence Center team at CERN
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HEPSPECO06 score

HEPSPECO06

Normalized HEPSPECO6 results (higher is better)
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Multi-threaded particle simulation prototype

Normalized physics simulation results (higher is better)
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Speedup vs 1 process, turbo off

Data Analysis prototype

Data analysis prototype - speedup
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Runtime (seconds)
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Scientific HPC - QCD

Benchmark time (lower is better)

This test is a physics
workload which
usually runs on
clusters and
supercomputers
composed of many
nodes

Sandy Bridge-EP Ivy Bridge-EX
2S, 32 threads 4S, 96 threads
@2.9 GHz @2.8GHz
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The LHC Timeline

$ LHC startup, Vs = 900 GeV

\s=7~8 TeV, L=6x103 cm™ s°!, bunch spacing 50 ns

~20-25 fb!
Go to design energy, nominal luminosity
Vs=13~14 TeV, L~1x10%* cm?2s°!, bunch spacing 25
i ~75-100 fb!

Injector and LHC Phase-1 upgrade to ultimate design luminosity

Vs=14 TeV, L~2x10% cm™ s”!, bunch spacing 25 ns

. ~350 fb-!
HL-LHC Phase-2 upgrade, IR, crab cavities?

Vs=14 TeV, L=5x10% cm™ s*!, luminosity leveling

~3000 fb*

Tentative plan, subject to change



Challenges of the future

Raw data rates at the LHC could increase by 100x

What would happen then?

Raw data: an
exabyte per
second?

“Sustainable computing”

Exabytes
stored yearly?

Millions of
computing
cores?
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The CERN openlab

A unique research partnership of CERN and the industry
Objective: The advancement of cutting-edge computing solutions
to be used by the worldwide LHC community

e Partners work with dedicated competence centers

e openlab delivers published research and evaluations based on
partners’ solutions —in a very challenging setting

e Created robust hands-on training program in various
computing topics, including international computing schools;
Summer Student program

e Past involvement: Enterasys Networks, HP, IBM, Voltaire, F-
secure, Stonesoft, EDS

e Now planning phase V: 2015-2017

http://cern.ch/openlab
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The openlab-iIntel collaboration
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Hardware: processors, Software: optimization Education: thematic
accelerators, studies and tuning, co- classes and workshops
networking development
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Questions? Andrzej.Nowak@cern.ch
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